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Abstract. Large language models (LLMs) have become a promising tool
for automating complex tasks such as process model generation from
text. In order to evaluate the capabilities of LLMs in generating process
models, it is crucial to provide means to assess the output quality. A few
studies have already provided key performance indicators for assessing
aspects such as completeness of the models in a quantitative way. In this
paper, we focus on the qualitative assessment of generated process models
generated by LLMs based on a user survey. By analyzing user preferences,
we aim to determine whether LLM-generated process models meet the
needs and expectations of experts. Our analysis reveals that 60% of users,
regardless of their modeling experience, prefer LLM-generated models
over human-created ground truth models.

Keywords: Business Process Engineering and Management - Process
Modeling - Generative Al - Large Language Models - User study

1 Introduction

Process descriptions are textual descriptions of organizational routines that can
serve as, e.g., manuals and learning materials for participants, as well as foun-
dations for process optimization, redesign, automation, and execution. Process
descriptions have to be comprehensible to multiple stakeholders from diverse
backgrounds and knowledge cultures [10]. However, due to their flexible na-
ture they often leave space for interpretation, resulting in arguably subjective
representations and a lack of objectivity [3] leading to ambiguity.

Thus, process descriptions are transformed into process models [26] in order
to improve the clarity of the described processes and to enable their analysis,
facilitate decision-making about the processes, and aid the development of process
software and documentation, as well as workflow management [19]. However,
transforming process descriptions into models can be challenging, as domain
experts and process modelers have to continuously communicate using different
languages (i.e., domain-specific natural language vs. modeling languages) to
exchange their knowledge and vision [25].
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The inherent ambiguity in process descriptions complicates this transforma-
tion, as the modeler must decide which aspects to include, the level of abstraction,
and the perspectives to consider [3]. These decisions can negatively impact the
comprehension and application of the models [18]. For instance, if the modeler
omits important details or includes unnecessary information, the resulting model
can either be too simplistic or overly complex. A model that is too abstract may
lack sufficient detail for practical application.

Therefore, it is crucial to ensure that domain knowledge is accessible during
modeling [18]. One proposed solution is to equip domain experts with a modeling
tool that allows them to create process models using natural language instructions
through a conversational user interface, such as a chatbot [8,11]. LLMs such
as ChatGPT have emerged as potential candidates for this task due to their
capability to understand unstructured natural language text.

In order to evaluate whether domain experts can independently design high-
quality process models using generative Al it is paramount to assess the quality
of these process models compared to those produced by humans. In previous
work [20,21], we have suggested quantitative metrics such as model complete-
ness and structural similarity. In this work, we conduct a survey with process
modelers of different skills, focusing on qualitative aspects of the model and
user satisfaction. One finding is that 60% of the participants—regardless of their
modeling experience—prefer LLM-generated models over human-created ground
truth models.

The paper is structured as follows: Section 2 describes the survey design and
Sect. 3 the survey results. The latter are discussed in Sect. 4, followed by related
work in Sect. 5, and a conclusion in Sect. 6.

2  Survey Design

Following [12], this section presents details of the survey design in Sect. 2.1 and
the questionnaire design in Sect. 2.2.

2.1 Goal, Participants, and Data Collection

The main purpose of the survey is to perform a qualitative evaluation of process
models generated by LLMs. The study participants are a group of students and
professionals with different programming and modeling background. Their task
is to select the one process model out of a list of given process models, which
corresponds best to the provided process description (see Figure 1). All data
were collected electronically. The survey was performed anonymously and online
by means of a questionnaire designed in Microsoft Forms®.

The collected data are then analyzed to identify preferences among respondents
regarding selected process models. Statistical methods (i.e., tests of indepen-
dence and goodness-of-fit tests) are applied to determine which models are most
frequently selected as the best match to the provided descriptions.

3 nttps://forms.office.com/e/Y55jyNuPi2
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2.2 Questionnaire Design

The survey questionnaire is divided into three parts. First, we collect demographic
information about participants regarding their modeling and programming experi-
ence. Second, we provide a brief description of the standardized BPMN (Business
Process Model and Notation) notation and a simple process model to rate the
general level of understanding of this description. We also ask which additional
information is potentially required by the modeler to create a good process model.
Finally, we provide several process descriptions and multiple process models
associated with them. Figure 1 illustrates an example from the survey, where
one model is always generated by a human modeler (see Data Set), while the
others are generated by an LLM given the process description and a prompt (see
Prompts and generated models).

Process Description:
The INQ transmits the transaction data request to the IP. The IP checks the request of the INQ.
The IP answers the question of the INQ depending on the outcome of the examination, i.e . transmission of data or rejection.
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Fig. 1. Process Description and Associated Process Models, where (a) is a ground truth
model; (b-d) are LLM-generated models

Participants are then asked to select the model from the set of proposed
models that best matches the process description. In the following, we describe
the data set with process descriptions and human-modeled process models as
well as the approach to LLM-generated process models.

Data Set: We use the PET data set? [4] for process model generation. The PET
data set only contains textual process descriptions. As ground truth models, we
thus utilize BPMN process models created manually based on the existing human
annotation of activities, gateways, and control flow provided in the PET dataset.

4 https://huggingface.co/datasets/patriziobellan/PET
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Seven examples from the PET dataset are taken over from [5], as they are of
different lengths and complexity.

Model Representation: The context window of an LLM (i.e., the total amount
of text, including both the user’s prompt and the model’s generated output),
typically ranging from 1,000 to 8,000 tokens, limits processing due to fixed
sequence lengths used during training. As LLMs scale up, they can generate
more extensive and longer responses. However it can impact the output quality,
potentially introducing issues such as hallucinations and incurring significant
costs. Therefore, it is necessary to use a simplified representation of traditional
XML-based BPMN 2.0 models to facilitate efficient process model generation and
visualization. In this survey, as introduced in [21], we utilize two intermediate
process model representations for model generation: Mermaid.js®> (MER) and
Graphviz® (GV).

S
digraph G {

flowchart LR rankdir=LR;

O:startevent:((startevent)) > 1:task:(task1) node [style=filledfillcolor=lemonchiffon]; "start_1"-> task1;
1:task:(task1) --> 2:exclusivegateway:{x} "start_1"[shape=circle label="]; taskl ->"seg_1"
2:exclusi +{x} > 3:task:(task2) "end_1"[shape=doublecircle label=""]; "seg_1"-> task2;
2:iexclusivegateway:{x} > 4:task:(task3) "seg_1"[shape=diamond label="X']; "seg_1"->task3;
3:task:(task2) > 5:exclusivegateway:{x} meg_1"[shape=diamond label="X"]; task2 ->"meg_1";
4:taski(task3) > Siexclusivegateway:{x} task1[shape=rectanglel; task3 -> "meg_1";
5.exclusi -{x} > 6:end d ) task2[shape=rectangle]; "meg_1"->"end_1"
task3[shape=rectangle]; }
(a) Mermaid.js (b) DOT Graphviz

Fig. 2. Selected Model Representations of Text Fragment given in TF1

Selected representations contain the orientation of the graph and custom
structure for all nodes and edges in it. For every node, the specific features (e.g.,
type, color) are assigned to represent a particular BPMN element. For example,
the simple process description

“After taskl, either task2 or task3 are conducted.” (Text Fragment TF1)
can be converted by an LLM into the process model as shown in Fig. 2.
Prompts and Generated Models: All models generated in the scope of this
survey are based on the zero-shot principle, utilizing GPT-4 and three types of
prompts developed in [21].

Figure 3 shows which prompts were used to generate models for the survey
and their structure. Each prompt consists of three parts: [1] a process description,
[2] some additional information, and [3] the actual task that should be solved by
the LLM, i.e. “generate a graph” (cmp.”). The processes description [1] and the
actual task to be performed [3] by the LLM are included in each prompt type.

® https://mermaid.js.org/
S https://graphviz.org/doc/info/lang.html
" https://github.com/com-pot-93/convermod/tree/main/prompt_engineering
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Structure of prompt: Types of prompts:
o prmm—— Prompt 1 Prompt 2 Prompt 3
— rocess description [ J / /
= [2] Additional information  [optional] [R] J / /
r [R] additional information about the output format;
[A] additional structured information contained in 21 (A J J
+ the process description;
L [B] generic information about processes; 8] /
[3] Task
3 N / \ /
What should be actually done by LLM? (3] J

Fig. 3. Prompt Structure and Utilized Prompt Types

Multiple, optional pieces of information (see Fig. 3 [R,A,B]) can also be passed
to the LLMs to influence the quality of the generated model.

All generated models contain two categories of BPMN elements: (a) flow
objects (start and end events, tasks, exclusive and parallel gateways) and (b)
connecting objects (sequence flows). Only models that were evaluated as correct
and complete in [21] are taken into account®. Based on seven selected process
descriptions from the PET data set, the two model representations (MER, and
GV), and the three prompts (cf. Fig. 3), 42 models were generated. Models
identical to the ground truth and those that were incorrect or incomplete (only
26% of all generated models) were excluded from the survey, as they would
provide no basis for distinction or could lead to biased results. Identical models
do not provide any basis for distinction. Incorrect or incomplete models do not
provide accurate representations of relevant process descriptions, which could
lead to confusion among participants or biased results. Hence, including these
models would not yield meaningful insights into preferences, as the choices would
be arbitrary or redundant. In the end, 5 examples and 19 models were used for
the survey.

3 Survey Results

Participant background: A total of 40 respondents took part in the survey.
Around 60% of respondents are familiar with various graphical modeling languages
(e.g., UML, ER, or BPMN). 80% of them have more than 3 years of modeling
experience or were applying modeling languages in class and industry projects
and could be considered as confident modelers. Other participants either have no
modeling experience or have few modeling skills. 29 out of 40 participants have
more than 3 years of programming experience. 17.5% of all participants are not
familiar with markup languages. Out of those familiar with markup languages,
15% have used MER and 42% have used GV.

Prompt engineering: The assessments of completeness and correctness
performed in [21] showed that GPT4 yields the best results using Prompt 1 (P1).
The second best results were achieved by Prompt 2 (P2). In order to gauge these
results with human intuition, participants are asked to select one of the proposed

® https://github.com/com-pot-93/convermod/tree/main/survey/models
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Table 1. Percentage Distribution of Frequencies For Additional Information

Type|| - ||R| A | B ||R+A|R+B|A+B||R+A+B|Other
% [|12.5]|7.5[22.5]2.5][22.5] 75 | 5 || 75 [ 125

types of additional information or their combination in the prompt template
described in Figure 3. The options were: [R] a set of rules of how to represent a
particular text as a graph; [A] an explicit list of process activities; [B] a summary
of the BPMN standard in addition to a textual process description.

Most of the respondents selected [A] or [R]4+[A] (22.5% each). Notably, [R]+[A]
corresponds to the achieved results, as Prompt 2 uses [R]+[A] and provides the
second-best results. In contrast, only 7.5% of all respondents consider using [R]
independently, despite the fact best results are achieved by using P1, which
utilizes [R] (see Tab. 1).

Furthermore, 12.5% of all respondents suggest using other combinations
of proposed information types like [A]+[B] or [R]+[B]. About 12.5% of all
participants suggest including additional information or methods as process
model examples or a workshop with a domain expert (again, see Tab. 1).

Model representation: Respondents are also asked to rate their level of
understanding when utilizing [R] (i.e., MER and GV) and [B] with respect to
the 5-point scale in the survey. Only 2 participants rated [B] as poor. Out of 26
respondents, that were rating [R], 23% (MER) and 38% (GV) consider them
as unclear (i.e., rated as poor or very poor). Nevertheless, 70% of respondents
rate MER [R] as good or very good. At the same time, only 30% of participants
acknowledge GV [R] as good or very good.

Interestingly, a majority of participants (17) find MER representation to be
easier to read and understand and express a preference for using it over GV.
In contrast, only 20% (5 participants) prefer GV representation, and 15% (4
participants) did not have any preference. However, it is essential to highlight that
the representation preference distribution might be linked to the prior experience
and comprehension of the provided information (i.e, [R]), observed during its
evaluation (see Sect. 5.4).

Let us note that in a highly integrated prototype for using LLMs to create
graphical models out of text, neither GV nor MER [R] would be visible to the
user. Even so, another thing to highlight is that LLMs demonstrate a reduced
occurrence of syntax errors using GV’s representation, but generate semantically
better models using MER representation.

Hypothesis testing: To assess whether LLM-generated models could be
deemed to be of similar quality as models designed by a human modeler, we
ask participants to read a process description and to select the one of several
proposed models that, in their opinion, corresponds best to it. For every process
description, participants could select one model out of 2-5 associated models,
where one model is always the ground truth model and the others are generated
by LLMs (cf. Fig. 1).



Process Modeler vs. Chatbot 7

To determine whether the actual data conforms to an expected pattern or
distribution, the Pearson’s chi-squared goodness-of-fit test is used. This test is
chosen because we are examining just one categorical variable and comparing its
observed frequencies to expected frequencies. Mostly, sources suggest to apply
the chi-squared test for larger sample sizes, but there is no agreement on a “large”
and “small” sample size definition or its boundaries [7]. According to [29] no
expected frequency should fall below 5.

For every case, all collected responses (N = 40) fall into three groups: ground
truth model (ground), LLM-generated model (11m), or other (other, i.e., a model
suggested by a user and not included in the proposed options). The “I don’t know”
option was removed from the observations since, participants tend to select it for
all the cases (or its majority) due to limited experience, lack of motivation, or
time constraints. Only a small number of all responses (10%) correspond to the
“I don’t know” option.

Our null hypothesis is based on the assumption that the majority of people
prefer the ground truth models over the LLM-generated ones and states the
probabilities for each group as follows:

Hy: P = (P, Py, Ps) = (0.8,0.15,0.05) (1)

where P, is the probability that the ground truth model is selected, P, stands
for the LLM-generated model, and P3 for “other”.

Our alternative hypothesis suggest that the distribution of responses differs
from our null hypothesis. In other words, we suspect that people do not predomi-
nantly select the ground truth models, and there is a change in the distribution
among the three groups:

Hy : P # (0.8,0.15,0.05) (2)

To determine the validity of the null
hypothesis and whether it should be re-
o - jected, we compute the critical value for
ey the goodness-of-fit test and compare it to
the value obtained for each case.
03] | | et 500 For every model, the goodness-of-fit is
significantly larger than its critical value,
and the p-value is well below the selected
o level of significance (p=0.0001). Hence, we
T I 117 reject the null hypothesis in all cases. It
appears that only 19% of the responses rec-
ognize the ground truth models as the most
suitable for the provided process descrip-
tions. In contrast, 69% of the responses iden-
tify the models generated by LLMs as the
most suitable.
Modeling experience: Since only half of the participants possess modeling
experience and are familiar with BPMN, we aim to investigate whether an

Fig. 4. Pearson’s Chi-Squared Test
Results: Model Preference
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association exists between the choice of model type (ground, 11m, or other) and
the level of modeling experience (i.e., (ne) no experience, (crb) learned in class
or from book, (cp) used on a class project, (pi) used on one project in industry,
(mp) used on multiple projects in industry). Our inference is that individuals with
more modeling experience are more likely to choose other or ground choices,
while those with less experience tend to prefer 11m models.

To investigate whether there is a true relation between modeling experience
and selected model type, we employ two tests of independence: the Pearson’s
chi-squared test and the Fisher’s exact test. In both cases, our null hypothesis
states that these variables are independent from each other:

Hy:A LB, (3)

where A is type of the chosen model and B is the level of modeling experience.
Conversely, the alternative hypothesis claims that there is a connection between
A and B.

Considering the individual results for both Fisher and Pearson tests (see
Tab. 2), there is not enough evidence to reject the null hypothesis in 9 out of
10 cases. This indicates that we do not have sufficient confirmation to claim a
significant connection between the chosen model type and a level of modeling
skills. In simpler terms, these two variables are not considered to be dependent.

Table 2. Relationship Between Modeling Experience and Selected Model Type: p-values
(LS = level of significance)

Case [|LS| 1.2 | 1.3 | 3.3 | 5.2 [10.13|| Total

Fisher {/0.05(|0.387]0.129| 0.03 |0.336| 0.06 |/0.044
Pearson||0.05(|0.306{0.179|0.053|0.292|0.111|0.054

However, when we consider all cases collectively as a single sample, the overall
picture undergoes a substantial shift. According to the Fisher test, the null
hypothesis is expected to be rejected, suggesting a potential dependency between
modeling experience and choice of a model type. Based on the Pearson test, the
null hypothesis remains valid, but the p-value is only slightly higher than the
initially set level of significance. However, these results require careful interpre-
tation. Combining all process models into a single sample for the independence
test may compromise the assumption of independent observations, as multiple
process models were evaluated by the same individuals.

Intriguingly, the current relationship between model type and modeling
experience differs from our initial expectations. Participants with no modeling
experience (ne) and those with a more academic background (crb and cp) tend
to choose ground models more frequently compared to individuals with real-
life experience (pi and mp). Conversely, more experienced respondents show a
preference for the other option over the ground models. However, all groups
consistently vote for 11m models. The distribution of 11m model selections remains
consistent (~ 60%) across all groups (see Fig. 5).
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modeling expirience
mp pi cp crb ne

min

Fig. 5. Percentage Distribution of Frequencies For Modeling Experience and Selected
Model Type

Concerns: It is essential to mention that these results should be considered
with caution, due to relatively small sample size. With half of the respondents
being limited familiar with the subject matter, it is important to acknowledge
the potential influence of various response biases.

Manually filtering out incorrect or incomplete LLM-generated models can
bias the results in favor of LLM-generated models by showcasing only the most
accurate and complete outputs, which does not reflect the full range of the LLM’s
performance.

In addition, the variability caused by the probabilistic nature of the LLM and
the lack of control over its evolution (i.e., release of new versions that impact
significant changes in its output) can lead to reproducibility issues [28]. Further-
more, survey respondents’ engagement and data quality can be compromised
by survey length and complexity, potentially resulting in rushed or incomplete
responses. Misinterpretation of questions and the influence of social desirability
bias may introduce inaccuracies.

4 Discussion

Around 60% of the participants prefer models generated by LLMs over the
models created based on human annotations or suggesting their solutions (see
Sect. 3). This preference remains consistent regardless of modeling experience.
These results highlight the capabilities of LLMs in generating models with a
quality comparable to human-generated models. Still, our results should be
interpreted with caution: the examples from the PET dataset may be overly
simplistic compared to real-world use cases, and LLMs may perform exceptionally
well on these simplified examples such that the same performance might not be
achieved in more complex cases. Additionally, while LLMs demonstrate high
performance in model generation for simple process descriptions, their efficiency
is questionable when higher levels of abstraction or multiple perspectives are
involved.

However, while the overall preference leans towards LLM-generated models,
it is crucial to examine the cases in which human-generated models were chosen.
Understanding these scenarios can provide insights into the limitations of LLMs
and areas where human intuition and expertise still play a crucial role. Models
created by humans might be preferred in scenarios involving high complexity
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where human intuition and judgment play a significant role and scenarios requiring
deep domain-specific knowledge or industry expertise.

Furthermore, the number of BPMN elements utilized during model generation
was restricted to the basic elements (see Sect. 2.2). Introducing a greater variety
of model elements may compromise the quality of the results. During the survey,
respondents were aware that proposed models were generated by humans or LLMs.
This could significantly influence the survey results, potentially introducing bias
into the evaluation process. Participants’ perceptions and expectations can affect
their judgments. For instance, they might assume that LLM-generated models are
more simple or sophisticated or that human-generated models are more detailed
and better structured, influencing their choice respectively.

5 Related Work

According to [16] business process models can be generated from different sources,
such as business rules, standard operating procedures, spreadsheets and unstruc-
tured text. In the scope of this paper we focus on unstructured text (i.e., T2M
transformation), as not everyone understands specific formats and notations, but
essentially everyone understands at least one natural language [9].

The idea of transforming unstructured text into a structured, diagram-based
representation such as UML (Unified Modeling Language), ER diagrams (En-
tity-relationship), BPMN, and DECLARE (Declarative Process Modeling), is not
novel. Most existing methods rely on text pattern search, rule-based approaches,
or semantic analysis (e.g., [14,30,13]). [27,1] propose techniques for automatic
annotation of textual process descriptions utilising classical supervised machine
learning-based approaches. Nonetheless, due to the absence of suitable publicly
available datasets containing real-life complex data, applying these machine
learning techniques becomes challenging [6].

Hence, the rise and evolution of natural language processing (NLP) holds
additional promise for research, particularly when applied in the context of
utilizing LLMs. In [6,20], language models are utilized to extract entities and
relationships from textual process descriptions and in [15,21] a method for
generating a process model in a pre-specified intermediary notation as an output
format of LLMs (particularly GPT4) is proposed and show-cased. Additionally,
several online tools for conversational process modeling were introduced in [23,22].

However, not only the generation of models is a challenge, but also their
evaluation presents significant difficulties and demands considerable effort. Mostly,
the evaluation tends to be more quantitative, focusing on measurable aspects
like model complexity, execution time, and compliance with syntactical rules,
rather than qualitative semantic evaluation [24,17,2]. In [22], the effectiveness
of the tool and its technological acceptance are also taken into consideration.
Yet, during evaluation it must be ensured that the models accurately reflect
the intended processes and are useful to stakeholders (i.e., model correctness
regarding provided process description and stakeholder’s satisfaction with it).
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6 Conclusions and Future Research Directions

The results of the evaluation indicate that chatbots for conversational process
modeling are ready to be applied in practice. The LLMs demonstrate a strong
capability to handle model generation tasks, confirmed by the high accuracy
of the generated models—74% were both complete and correct in representing
the provided process descriptions. The survey results show that distinguishing a
ground truth model from a set of LLM-generated models is not straightforward,
and interestingly, the ability to select the correct model does not depend on
modeling experience.

The probabilistic nature of LLMs necessitates that domain experts check the
results. However, since acquiring as-is models consumes up to 60% of the time
spent on process management projects [13], chatbot-based partial automation
can be sufficiently impactful, even if substantial human refinement is required.

Future research will focus on integrating the strong language capabilities
of chatbots into the iterative process of model generation, where users create
process models with the help of chatbots and then refine them. Additionally, the
set of utilized business process elements should be extended to include at least
pools and lanes. There is also a necessity to enhance the ability of LLM-generated
models to handle more complex use cases and integrate diverse viewpoints based
on stakeholder perspectives and modeling purposes.
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