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Abstract. Large Language Models (LLMs) have shown significant promise
in plan generation. Yet, existing datasets often lack the complexity needed
for advanced tool use scenarios — such as handling paraphrased query
statements, supporting multiple languages, and managing actions that
can be done in parallel. These scenarios are crucial for evaluating the
evolving capabilities of LLMs in real-world applications. Moreover, cur-
rent datasets don’t enable the study of LLMs from a process perspective,
particularly in scenarios where understanding typical behaviors and chal-
lenges in executing the same process under different conditions or formu-
lations is crucial. To address these gaps, we present the ProcessTBench
synthetic dataset, an extension of the TaskBench dataset specifically de-
signed to evaluate LLMs within a process mining framework.
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1 Introduction

The rapid advancements in Large Language Models (LLMs) have generated sig-
nificant interest in their potential across various domains, particularly in their
tool use and plan generation capabilities. These capabilities are increasingly crit-
ical as LLMs are envisioned to provide natural language interfaces for complex
process automation. Despite their promise, the emergent properties of LLMs re-
main not fully understood, making empirical studies essential for advancing LLM
plan generation, as evidenced by the growing number of benchmarks aimed at
testing various LLM use cases [2].

Despite the promise of LLMs, plan generation remains in its early stages,
often struggling with the reliability needed for complex tasks. This limitation
highlights the importance of evaluating LLM behavior on sophisticated tasks to
better equip them for executing advanced processes. Existing benchmarks, such
as ToolBench [5], have made valuable progress in this area. Still, they frequently
overlook the intricacies of LLM-generated plans, including sequence length, paral-
lelism, and the handling of paraphrased queries. The absence of datasets featuring
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multiple rephrasings of the same query limits our ability to assess LLMs’ robust-
ness and adaptability. Additionally, it constrains our understanding of LLMs from
a process perspective, particularly in scenarios requiring consistent execution of
the same process under varying conditions or formulations. This is especially
vital where LLM agents must adhere to strict, predefined processes, ensuring
conformance to established guidelines and procedures. Furthermore, in certain
applications, reference process models may not be available for the plans pro-
vided. Consequently, devising a method to identify and depict past or potential
future behaviors could enhance decision-makers’ clarity of action.

Building on the foundation of TaskBench [4], our work introduces the Pro-
cessTBench synthetic dataset 3 to address existing gaps by providing a more
challenging environment for evaluating LLMs in plan generation from a pro-
cess mining perspective. While TaskBench offers a challenging query dataset
with ground truth solutions, ProcessTBench extends this by incorporating multi-
lingual query paraphrases, a plan generation framework for process mining, and a
comprehensive synthetic planning dataset. The synthetic dataset includes queries
that demand complex sequences and parallel actions and involve paraphrases of
the problem query. Additionally, it provides the synthetic planning dataset in a
sequential, text-based format, enabling a process mining analysis of LLM behav-
ior, particularly in how these models handle tool use across various scenarios and
adapt to different query formulations.

With this synthetic dataset, we aim to support research into analyzing LLM
planners’ behavior, identifying common pitfalls, and exploring opportunities for
improvement through process mining techniques. Ultimately, we hope to foster a
more nuanced understanding of LLM plan generation and provide the community
with a resource for developing and testing sophisticated LLM frameworks in
complex and dynamic environments.

2 Generating ProcessTBench

The data generation pipeline 1 consists of the following components:

* TaskBench Queries and Ground Truth Plans in Process Model For-
mat. We selected the most challenging subset of the TaskBench dataset
(TaskBench Multimedia), comprised of 565 queries and their respective ground
truth plans as directed acyclic graphs.

1. LLM Planner. Given a query and a set of available tools, it generates a
sequence of tool invocations to resolve the query 2. It is slightly modified
from planners like ReAct [6], in that with one inference, it generates all the
tool invocations necessary to solve the query instead of only the next step.
(a) Input : query text and available tools in text format. Only the tools re-

quired to solve the query were given.
(b) Output : Plan that solves the query with the given tools 2

3 https://github.com/microsoft/ProcessTBench
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1. LLM Planner 2. LLM Plan Variants 
Generator

3. Plan-to-Event Log 
Parser

process id case id activity timestamp arguments

abc 1 book 
coffee 1 ..

abc 1 book 
rooms 2 …

4. Plan Conformance Checker 

“Arrange 
my 

meeting 
tomorrow 
with John”

TaskBench 
Queries

6. Rephrased 
TaskBench Problems

“Arrange my meeting 
tomorrow with John”
“Arrange my meeting 
tomorrow with John”
“Arrange my meeting 
tomorrow with John”

“Arranger mit møde med 
John”

“Arrangere mit møde med 
John” Book 

Coffee

Send 
emails

Book 
Rooms

+

+

Plan 
Data

5. Process Discovery

Book 
Rooms

Play 
Darts

Send 
emails

Book 
Coffee

Book 
Rooms

Send 
emails

0.66

1.0

Book 
Rooms

Book 
Coffee

Send 
emails

Book 
Coffee

Book 
Rooms

Send 
emails

TaskBench GT Plans in 
Process Model Format

Book 
Rooms

Book 
Coffee

Send 
emails

Fig. 1: The data generation pipeline of ProcessTBench. The arrows symbolize
that the output of one step is input to the next.

2. LLM Plan Variants Generator. Given the query, available tools, and a
plan, generate alternative plans to solve the query. This is done to create
more cases for the event log. The prompt is provided in the code repository
of ProcessTBench.
(a) Input : Input and Output of step 1
(b) Output : Alternative plans that solve the query

3. Event Log Parser. Parses the plans created into an event log usable for
process mining.
(a) Input : Output of steps 1 and 2
(b) Output : Event log, as described in [1].

4. Plan Conformance Checker. This downstream task is an example use
case of our synthetic dataset. Using conformance checking, as in Chapter 8
of [1], this component verifies the traces generated by the planner against the
corresponding ground truth process model provided in TaskBench. The met-
rics used for validation are replay and alignment fitness, as seen in Chapter
8 of [1]. Furthermore, the ground truth plans in TaskBench, represented as
directed acyclic graphs (DAGs), were converted to Petri nets, the standard
plan (process) format for conformance checking. The conversion algorithm is
provided in the code repository of ProcessTBench.
(a) Input : Output of step 3
(b) Output : Event log with alignment and replay fitness for each case (plan)

generated.
5. Process Discovery. This downstream task is an example of a use case for

our synthetic dataset. Using the inductive miner, this component generates
process models as Petri nets from the event log, as in Chapter 6 of [1].
(a) Input : Output of step 3
(b) Output : Process models as Petri nets

The data was generated between Sep. 2023 and Feb. 2024. The LLM model
used throughout is GPT-4-0613. More experimental details are available in the
code repository provided.
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3 Description of ProcessTBench

The ProcessTBench synthetic dataset builds upon TaskBench [4], focusing on
task complexity, tool usage, and process characteristics. It includes 532 base
queries drawn from the most challenging subset of TaskBench, each paraphrased
5 to 6 times, with an average of 4.08 solution plans per query. These plans in-
volve action sequences utilizing a subset of 40 unique tools. Corresponding to the
queries, ProcessTBench additionally includes the respective ground truth plans
in Petri net format.

3.1 Queries

To validate the quality of the base queries selected from TaskBench, we present a
balanced distribution of actions required to solve these queries, as shown in Fig-
ure 2a. This distribution suggests an even representation of task types, ensuring
comprehensive coverage across various action categories.

Additionally, we evaluated the quality of the paraphrased queries using an
LLM plan generator to create plans for both the original TaskBench queries and
their paraphrased counterparts. We then applied conformance checking, specifi-
cally alignment fitness (as described in Chapter 8 of [1]), to compare the gener-
ated plans. Figure 2b illustrates the alignment differences between the original
and paraphrased queries, showing that the paraphrased queries generally main-
tain equivalent alignment quality. Specifically, the comparison revealed 1,965 in-
stances of equivalence, 397 cases where the paraphrased queries performed worse,
and 389 instances where they performed better. The mean alignment difference
was 0.00, with a standard deviation of 0.11. A Wilcoxon signed-rank test yielded
a p-value of 0.56, suggesting no significant difference in the quality between the
original and paraphrased queries.
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(a) Distribution of actions in the Pro-
cessTBench synthetic dataset.
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Fig. 2: Key quality features of the queries in ProcessTBench.
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3.2 Ground Truth and Generated Plans
Table 1 provides an overview of the process-related characteristics of both the
ground truth and generated plans within ProcessTBench. Each query in Pro-
cessTBench is associated with a ground truth plan in Petri net format and 5-6
LLM-generated plans derived using a custom prompt. The complexity of these
ground truth Petri nets is quantified using Cardoso and Cyclomatic complexity
metrics [3], enabling comparison with other process mining datasets. The degree
of concurrency, defined as the ratio between the longest and shortest paths in a
Petri net, measures the level of parallelism (a ratio of 1.00 indicates no paral-
lelism, while values greater than 1 signify increasing levels of parallel behavior).
The mean number of plan variants also reflects the diversity of alternative solu-
tions generated for each query. One sample from the synthetically generated plan
dataset is shown in Table 2.

mean std min 50% max

Cases (Plans) / Process 4.08 1.27 2 4 11
Case Variants / Process 2.68 0.97 1 3 5
Case (Plan) Length 3.79 0.89 2 4 8
Cardoso Complexity of GT Process 6.92 1.32 2 7 14
Cardoso Complexity of GT Process 8.86 5.40 2 7 74
Degree of Concurrency of GT Process 1.43 1.00 1.00 1.33 3.00

Table 1: Summary of features in ProcessTBench from a process model perspec-
tive, including statistics on the number of cases and variants per process, plan
length, Cardoso complexity, and degree of concurrency.

process id case id activity name timestamp arguments

36690562 1 Video-to-Audio 02/15/2024 @ 14:55 [’example.mp4’]
36690562 1 Audio Splicer 02/15/2024 @ 15:00 [’<Video-to-Audio>’, ’example.wav’]
36690562 1 Audio-to-Text 02/15/2024 @ 15:01 [’<Audio Splicer>’]
36690562 1 Audio Effects 02/15/2024 @ 15:02 [’<Audio Splicer>’, ’add reverb’]
36690562 2 Video-to-Audio 02/15/2024 @ 16:55 [’example.mp4’]
36690562 2 Audio Splicer 02/15/2024 @ 17:00 [’<Video-to-Audio>’, ’example.wav’]
36690562 2 Audio Effects 02/15/2024 @ 17:01 [’<Audio Splicer>’, ’add reverb’]
36690562 2 Audio-to-Text 02/15/2024 @ 17:02 [’<Audio Splicer>’]

Table 2: A sample of the event log from the ProcessTBench synthetic dataset. The
arguments column represents the arguments of the action executions. Actions

4 Use-cases
In this section, we provide some potential applications of the ProcessTBench
synthetic dataset.
Evaluating Plan Generation by LLMs: The synthetic dataset offers a comprehen-
sive platform to assess how efficiently and accurately LLMs can generate action
plans for complex tasks. It enables exploring how these models interpret queries,
utilize available tools, and sequence actions to solve problems.
Evaluating Paraphrase Handling in Plan Generation by LLMs: ProcessTBench
provides a unique opportunity to assess how well LLMs handle paraphrased or
multi-language queries. The synthetic dataset features queries in multiple lan-
guages and paraphrased forms, thereby allowing the evaluation of LLMs’ versa-
tility and adaptability in different linguistic contexts.
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Using Process Mining Algorithms for Plan Generation: The synthetic dataset can
be employed to study the application of process mining techniques in generating
and analyzing LLM plans. This involves examining common patterns, deviations,
and anomalies in the plans, contributing to a deeper understanding of process
behaviors and potential areas for improvement.

Plan Generation Variability and Reliability by LLMs: The ProcessTBench syn-
thetic dataset allows for the evaluation of the diversity and reliability of plans
generated by LLMs. This is crucial for assessing their potential in automating
complex tasks, ensuring that the generated plans are varied, consistently accu-
rate, and reliable.

5 Conclusion

ProcessTBench offers a platform for evaluating LLMs in complex plan generation
scenarios. This synthetic dataset allows for a more nuanced analysis of LLM
behavior, including performance in multi-prompt situations, process discovery,
and conformance checking by incorporating multilingual query paraphrasing and
generating multiple plan variants. Future work will further focus on expanding the
synthetic dataset with additional queries, languages, plan generation techniques,
and more sophisticated LLM frameworks.
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